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Background Results 

Aim and Objectives 

References 

Information Extraction is a Natural Language Processing (NLP) 

task which is responsible for the extraction of pre-defined 

information from unstructured text. Potential pieces of 

information to be extracted include [1]: 

• Entities (names, dates/times, etc) 

• Relationships between entities 

• Events described in the text 

Information Extraction techniques have applications in: 

• The curation of medical journals 

• Military intelligence 

• World Wide Web (search engines) 

The overall aim of this project is to produce a novel 

tool which performs information extraction on 

Swedish text using Python. 

The specific research objectives are: 

• To review the relevant Information 

Extraction literature 

• To implement the solution as a 

package using Python 

• To evaluate the effectiveness of the 

solution with training models 

Swedish has different grammatical rules to English, and there 

are no specialised Swedish-based IE systems, which is a 

problem which my solution is attempting to solve. 

 

Methodology 

Natural language is unstructured, with various inconsistent 

rules which can also be dependent on context. Despite this, 

these rules can be represented mathematically. All natural 

language text can be modelled through language models by 

assigning probabilities, and using patterns to match text against 

[2]. 

An example of pattern matching is shown below through 

Named Entity Recognition (NER): 

Information Extraction produces an output which contains all 

the relevant pre-defined information, in a structured format: 

Information extraction for English is a mature aspect of natural 

language processing, but remains in its infancy for other 

languages, such as Swedish. 

An Information Extraction system is comprised of many 

different processes, with one being a pattern-based Chinker, 

which removes a sequence of tokens from a Part-of-Speech 

tagged chunk [3]: 
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An example phrasal decomposition tree: 
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